Internet2 Network
Services Overview

April 10, 2025

Scott Taylor

Network Architect

Internet?2

anth @tyl@t net2.edu




Agenda

Bespoke Network Services (for HigherEd & Research)

. Internet2 Network Services (Building Blocks)

Cloud Connectivity (Can not, not talk about cloud, can we?)

Insight Console (Build your own)



INTERNET.

Services

PEER EXCHANGE RAPID PRIVATE INTERCONNECT

LAYER 1 SERVICE ¢ G co ¢
Provides institutions with Allows Internet2 connectors to present
access to commercial peers across the themselves for private peering at

Point-to-point 10, 100 & 400G links
and flexible grid spectrum to support
private network needs.

national footprint. selected national peering locations.

R&E

Provides institutions with
LAYER 2 SERVICE access to each other across the

national footprint.

Effective and efficient wide area
100 gigabit Ethernet technology.

CLOUD CONNECT GLOBAL DDoS PROTECTION
Uses regional’s infrastructure in Our cloud-based, volumetric DDoS

LAYER 3 SERVICE conjunction with the Internet2 mitigation service was procured on
Network to reach cloud resources. behalf of the community.

For IP network and peer exchange
needs.



Networking for Cloud

@ 1. - INTERNET2 PEER EXCHANGE

Use of the community’s existing 10+ Tbps of peering capabilities to the major
cloud providers for advanced access to cloud SaaS services. (e.g. Zoom or
Office 365)

@ 2.. INTERNET2 CLOUD CONNECT

private Layer 2 and Layer 3 access to Microsoft, Amazon, Oracle and Google
cloud platforms up to 5Gbps at no additional fee. (Cloud provider fees apply)

@ 3. - INTERNET2 RAPID PRIVATE INTERCONNECT

Private interconnections at major peering points at low annual rates.
Leverages current investment in local and national infrastructure to reach
cloud providers, for dedicated access or improved resiliency. May be used
to connect to any provider located at the peering point.

Enabling the Internet2 and REN infrastructure to offer shared “direct-connect”

adWsS
a
Google Cloud

ORACLE
FAST CONNECT



DESIGNED FROM THE GROUND UP TO MEET THE R&E NEEDS

Internet2 Peer Exchange
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Designed from the
ground up to focus on
hosting cloud providers
most valued by the R&E
community
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servicenovw

Available to REN members
today at no additional fee



Use Case:
|2PX &
Cloud Connect

Community members leverage their existing

Internet2 Network investments ()
Directly augments commercial services demand 2l A ==
K-12

Provides high-speed access to network-intensive ) aws

. . . . LIBRARY | CAMPUS
off-net applications, such as social networking and ||_ c 6!-
high-definition video N _ + ) box
I2PX provides high performance, low latency, and Community - > MOREnet ® s }G A
efficient (often 1 hop) access to some of the top = o Y Blackboard
content destinations in the world including: G ol ke r' 1 Gl NETFLIX T

i | HOSPITAL MUSEUM
Google, Zoom, Netflix, and other commercial |

content providers. The service supports IPv4 and =
IPv6. Transit between subscribers is not GONERMNENT
permitted.

servicenovw

Individual community members can also use
Cloud Connect for private connections to Amazon
Direct Connect, Google Cloud Partner
Interconnect, Microsoft Azure Express Route or
Oracle Fast Connect services.

INTERNET.




Nationwide Connectivity
Internet2 Cloud Connect
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@ Amazon Direct Connect

@ Google Cloud Interconnect
O Microsoft ExpressRoute

@ Oracle Fast Connect



Layer 2 Connection Option
Internet2 Cloud Connect

12CC

Cloud
Internet2

Backbone

Provider

Router ______ AL2Scircurs  ASHE




Layer 3 Connection Option
Internet2 Cloud Connect

12CC

Collaborators
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Router REGIONAL LAYER 2 CiRcults_Router | Router

12 12
Metro A Metro A
Router
12
OFC
Router
12
OFC
uter
Internet2 L3VPN
12
Metro B
12 uter
Router
12
Metro B
[}

Router |

RRRRRR



Flexible Connections to Any Provider
Internet2 Rapid Private Interconnect

I2RPI

Available through Network Connectors for an additional fee

Connect at Layer 2 or Layer 3

Private 10G dedicated connections to Amazon Direct Connect, Google Cloud Interconnect, Microsoft Azure
ExpressRoute, or Oracle Fast Connect services

Private 10G dedicated connections to ANY service provider at major peering points

Member Regional

Cross Connect
N etw ork ............ Network




Nationwide Connectivity

Internet2 Rapid Private Interconnect

I2RPI can be used
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INTERNET.

Layer 1 Services

Stats
16,100 miles of optical fiber
Ultra SMF28 + a little eLEAF
Flexible with 74+ add/drop sites
Open line system, (not locked to a single vendor)
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Hartford

N S - Backbone Waves (400G)
- 94 400 Gbps Backbone Circuits (WaveServer 5)
4 400 Gbps Backbone Coherent Pluggables

"""" e Foreign Waves
6 point-to-point alien waves

Customer Services

e 10 400 Gbps Circuits

Dallas Infomart @)g Dallas Akard 50 100 GbpS CIFCUItS

60 10 Gbps Circuits

7 Managed Spectrum (Community) 600-800 Gbps




Layer 2 and Layer 3 Services

INTERNET.

Seattle |
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i , L 12 Insight Console (Past Year)
M S i 217 Layer 2 Connections Created or Updated
Sl N e r 8

0 12PX/RPI/Cloud Connect Peering Site e Lt e _0-- A (O =Xnomike
") 12PX/RPI Peering Site "F-il;e-r-ln'frastruqure ______ s:n_A:.to.:,, \._ 8 bt B
® AL1S/AL2S/AL3S Add-Drop Site

90 Layer 3 Connections Created or Updated
; 48,000 Looking Glass Queries Executed
ALIS Add-Drop Site ccl:f;;rcucture Sharing
AL1S Regeneration Site

Leased Capacity




INTERNET2 & REGIONAL RESEARCH & EDUCATION NETWORKS (REN)
IN THE UNITED STATES
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Insight Console (Build your own)

° Goal: A web-based tool for visualizing, managing, and
troubleshooting all Internet2 network services.

° Authentication and authorization integrated with Internet2
Identity Services (a.k.a. “InCommon SSO”).

° Functions delivered since 2023:

o Looking Glass: Run commands (in a safe and secure
environment) against our production devices and get
live results.

o Community: Self-management of organizations,
people, and roles.

o Interfaces: Visualization of network ports and services.

o Virtual Networks: Creation and management of L2 and
L3 overlay networks, including CloudConnect.

o Routing Intentions: Visualization and management of
I2RE and I2PX routes and routing policy.

° Planned Functions:

o Routing Policy: Control prefixes exchanged with peers

BB Looking Glass | Insight Cons

x4

tucs

Search Docs, Organizatior

Community Interfaces  Virtual Networks ([ER iy Reried

* Ba O 06

Usability Testing  Provide Feedback °

Mike Simpson | Sign out

Q Fitter by node name or ocation

Core Router

[ coretoens

Pensacola, FL

[ coretani
Philadelphia, PA

corel.phoe ...
Phoenix, A:

coret.pitt
Pittsburgh, PA

corel.port
Portland, OR

corel.rale
Raleigh, NC

corel.reno
Reno, NV

coret.sacr
Sacramento, CA

coret.salt
Salt Lake City, UT

corel.seat
Seattle, WA

corel.star
Chicago, IL

coret.sunn
Sunnyvale, CA

corel.tole2
Toledo, OH

O
|
O
O
O
O
O
O
]
O

corel.tucs .
Tucson, AZ

corel.tuls
Tulsa, OK

corelwash
McLean, VA

core2.atla
Atlanta, GA

core2.chic
Chicago, IL

O
O
O S e
O
O
O

[2 nodes selected] > show vrf all

corel.phoe > show vrf all

Tue Feb 20 17:13:35.724 UTC

VRE RD
BLENDED 163.253.0.1:7

inport

inport

OESS-VRF-3521

OESS-VRF-3604

OESS-VRF-3610

export

import

SCRUBBING

VNROUTER-10170

export
management

corel.phoe > show 1ldp neighbors

Tue Feb 20 17:13:08.282 UTC
Capability codes:
(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, () Station, (0) Other

Local Intf
FourHundredGigEo/0/0/0
FourHundredGigE0/0/6/1
HundredGigo/0/0/24

Device 1D
corel. tucs. net. internet2.edu
corel. losa. net. internet2.edu
PHOE-DRT-SP1. scorridor. org

AFT

1PV4
1PV4
1PV4
1PV4
1PV4
1°V6
1°V6
1°V6
1°V6
°V6

IPV4
IPV4
IPV4
PV
TPV6
IPV6
IPV6
TPV6

1PV4
1PV4
1PV6
V6

1PV4
1PV4
1°V6
V6

V4
V4
1°V6
IPV6

TPV4
IPV4
TPV4
P4
IPV6
IPV6
IPV6
1PV6

1PV4
1°V6

V4
1PV4
V6
V6

SAFT

Unicast
Unicast
Unicast
Unicast
Unicast
Unicast
Unicast
Unicast
Unicast
Unicast

Unicast
Unicast
Unicast
Unicast
Unicast
Unicast
Unicast
Unicast

Unicast
Unicast
Unicast
Unicast

Unicast
Unicast
Unicast
Unicast

Unicast
Unicast
Unicast
Unicast

Unicast
Unicast
Unicast
Unicast
Unicast
Unicast
Unicast
Unicast

Unicast
Unicast

Unicast
Unicast
Unicast
Unicast

Hold-tine Capability Port ID
120 R FourHundredGigeo/0/6/0
FourHundredGigo/0/6/3
Ethernet3/1

Supported Commands
‘Show I5-15 fouting information

show interfaces
Show interface stats

show ipvd interface
1Pva interface status and configuration

show ipvé interface
1PV interface status and configuration

show 12vpn xconnect
L2VPN xconnect information

show lacp
LACP information

show \ldp neighbors
LLDP neighbors

show route
1P routing table

show version
Show router firmware version

show vrf all
Show VRF information

traceroute
Traceroute from router to supplied destination

uncheck
Uncheck all nodes in the sidebar

History Edit

show vrf all

corel.phoe corel.tucs

show Lldp neighbors
corel.phoe corel.tucs
show vrf all | include PAS-TUCS
corel.tucs

show vrf all

corel.tucs

show 1ldp neighbors | include
phoe

corel.tucs

show 1ldp neighbors

corel.tucs

show vrf all

corel.tucs

show vrf all

corel.tucs

show ipva interface

HundredGigE0/0/0/24 | include
ipvd protocol

corel.tucs

INTERNET.

Interfaces  Virtual Networks

ES

Organizations

;1\ 'V CENIC (Corporation for Educ...

» Albuquerque Gigapop

California Internet2 Mem...

California Maritime Acad...

California State Polytech

California State Universit.

California State Universit...

California State Universit...

California State Universit...

California State Universit...

California State Universit.

California State Universit...

California State Universit...

California State Universit...

California State Universit...

California State Universit

California State Universit...

¥ Caltech (California Ins...

™ High Energy Physi...




Virtual Networks

Visualization, management, and
troubleshooting for L2 and L3 overlay networks;
a re-implementation and enhancement of similar
functionality previously delivered via
OESS/CloudConnect.

Virtual spaces provide a canvas within which
different organizations can collaborate on building
overlays.

Virtual devices (switches and routers) can be
added to spaces to establish L2 and L3 overlays.

Virtual connections can be added to devices to
connect the overlays to interesting places: other
Internet2 members or downstream sponsored
parties, government and industry partners, cloud
partners (AWS, Azure, GCP, OCI), etc.

Provisioning of the overlay networks on Internet2’s
production network is handled via Insight API
calls, with backend automation provided through
NTC Nautobot, Cisco NSO, and other supporting
tools.

"""" Insight Cons=le | = Services

Virtual Networks | Space

Virtual Network Space & ]

Title Caltech-12CC-1
Name VNSPACE-10046
Owner Caltech (California Institute of Technology)

Last Modified 2023-10-27T21:13:34.830819Z by OESS

Created 2023-10-27T21:13:34.830813Z by OESS

Virtual Space ID  5cd35f2f-8e3f-4861-884d-0d94037bcc8d

Notes

OESS Workgroup CENIC-Caltech;
OESS L3VPN 3600;

Objects

B Caltech-12CC-1

':- VNROUTER-10046

« AWS

«> CENIC (Corporation for Education Network Initiat...
+}= VNROUTER-10114

New Virtual Device

1 =
- S

-
Add Virtual Router Add Virtual Switch

Collaborators o

No collaborators

INTERNET.

Q_ Search Organizations and Virtual Networks Impersonate  Support Documentation

Christopher Green | Sign out

VNROUTER-10046 @

wle

0

Peering ' Live == Details Peering | Live == Details
CENIC (Corporation for Educat... Internet2 Internet2 - AWS
Los Angeles, CA San Jose, CA US West (N. California)

ASN ASN

Peer 65550 ¢ Internet2 55038 Internet2 55038 ¢ Peer 64512
IPv6 IPv6

Peer Not configured ¢ Internet2 Not configured Internet2 Not configured ¢ Peer Not configured
IPv4 v Up IPv4a v Up

Peer 192.168.31.1/27 ¢ Internet2 192.168.31.2/27 Internet2 169.254.96.14/29 ¢ Peer 169.254.96.9/29

Grafana Grafana

BGP Peer State Up BGP Peer State Up

04:00 (K] 08:00 10:00 12:00 14:00 04:00 06:00 08:00 10:00 12:00 14:00
= Up = Up

Internet2 Subinterface
HundredGigE@/@/0/24.3683 on corel.losa

Internet2 Subinterface
TenGigE@/0/0/11/0.2 on agg3.sanj (2 Gb/s Max)

Grafana Grafana
| | 1.60 kb/s
20 b/ AR LML A A AACAAAA AAAAG AR S{ AN T ,l “l l.l T l “-l | J-
1.40 kb/s l[] , ’”ll l' | l( “’X’ |
0b/s A U 1 1.20 kb/s
04:00 06:00 08:00 10:00 12:00 14:00 04:00 06:00 08:00 10:00 12:00 14:00

== corel.losa.net.internet2.edu - HundredGigE0/0/0/24.3683 - Input [1s aver: == agg3.sanj.net.internet2.edu - TenGigE0/0/0/11/0.2 - Input [1s averages]

== corel.losa.net.internet2.edu - HundredGiaE0/0/0/24.3683 - Outout [1s ave == aqa3.sani.net.internet2.edu - TenGiaE0/0/0/11/0.2 - Outout [1s averaaesl
Provisioning Status Provisioned
[2023-10-27T22:21:12+00:00]1 [NSO]1 [PROVISIONED]

Provisioning Status Provisioned

[2024-03-15T08:15:53+00:00]1 [AWS] [PROVISIONED]
[2023-10-27T722:21:12+00:00] [NSO] [PROVISIONED]
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400G in the Atlantic

A key part of the global ecosystem for R&E

Continuity from European 400G networks to North American
networks

Amitié cable

Part of Advanced North Atlantic

Primarily a collaboration between CANARIE,

ESnet, and Internet2; however success depends

on all the ANA partners!

ESnet also has two dedicated links as part of system

First of Many Expected

. INTERNATIONAL
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New York /‘/’ l’éL_'/,ﬂ
L4

ESnet 400G
12/CANARIE 400G
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ESnet 25% Sp

ESnét400G

ESnet 100G
SURFnet/NORDUnet 100G

Washington/ o ‘K
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Atlanta ¥ ..

—Potential Spectrum (Under
ESnet 100G
12/CANARIE 100G
GEANT 100G
ESnet 100G

——————————Sinet 100G

NEA3R 400G
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NA-REX: Gollaboration, Overlay

International Collaboration: NA-REX

*  North American consortium of Exchange Point Operators,
Connectivity Providers, Science Networks

* Improve coordination, establish common operating principles
* Leverage common toolsets, provisioning mechanisms
»  Support dedicated links for experimental traffic, network research
* Initial links online:
o Chicago and Seattle (dedicated)
o Chicago and Los Angeles (dedicated)

. Links were successfully leveraged by Supercomputing NREs
(Network Research Experiments) and OFCnet

. Currently planned:
o Deployment of dashboard based on NetSage
o Bring additional 400G links online
o Restore API functionality to 12 Exchange Points (Q2)

NA-REX North America Research & Education Exchange Collaboration

‘:
Sunnyvale'

PACIFIC WAVE
(

Los Angeles
PACIFICWAVE

@ Participating R & E IX
=~ NA-REX Backbone, 100Gbps to 400Gbps

Montreal
CANARIE - MOXY

Boston
’ INTERNET2 - IX
Pw York
Chicago WTERNET2 - MANLAN
STARLIGHT

McLean, VA
INTERNET2 - WIX

Miami
AMPATH

INTERNET.

’gl AMPATH

canarie

& ESnet _

INTERNET.

Networks
STHRLIGHT"

CENIC

PACIFIC

NORTHWES

GIGAPOP

——
s —Z
PACIFIC WAVE



